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Introduction



Privacy



Warren and Brandeis (1890): 
Privacy is a right of individuals to be protected from the 
unsolicited distribution of information regarding their private life, 
particularly via publications.Privacy

13 U.S.C. §9.
Prohibits any publication whereby the data furnished 
by. . .[an] individual. . .can be identified

Legally  (Non-Formal) Critique

Too strict – prohibits the sharing of any 
aggregate statistics[1]

HIPAA Privacy Rule 
Permits the disclosure of health information that has 
been de-identified (removal of information from a 
list of 18 identifiers)

Too loose – de-identification is known to 
be faulty[2]

[1] Kifer, Daniel, and Ashwin Machanavajjhala. "No free lunch in data privacy." Proceedings of the 2011 ACM SIGMOD International Conference on Management of 
data. 2011.
[2] Benitez, Kathleen, and Bradley Malin. "Evaluating re-identification risks with respect to the HIPAA privacy rule." Journal of the American Medical Informatics 
Association 17.2 (2010): 169-177.



P. Kumaraguru and L. F. Cranor, ‘Privacy Indexes: A Survey of Westin’s Studies’
A. Woodruff, V. Pihur, S. Consolvo, L. Schmidt, L. Brandimarte, and A. Acquisti, ‘Would a privacy fundamentalist sell their DNA for $1000... if nothing bad happened 
as a result? The Westin categories, behavioral intentions, and consequences’.

Fundamentalist
~50% Pragmatist

~40%

Unconcerned
~10%

Society separates into three categories with respect to their privacy via 
self-assessment (Westin Studies 1978 – 2004)

• Protective of their privacy
• Individuals should be 

proactive
• Support stronger laws

• Weight the pros and cons
• Evaluate protection and 

trust

• Expect benefits to outweigh 
risk

Privacy



Woodruff, V. Pihur, S. Consolvo, L. Schmidt, L. Brandimarte, and A. Acquisti, ‘Would a privacy fundamentalist sell their DNA for $1000... if nothing bad happened as 
a result? The Westin categories, behavioral intentions, and consequences’.
Cynthia E Schairer, Cynthia Cheung, Caryn Kseniya Rubanovich, Mildred Cho, Lorrie Faith Cranor, Cinnamon S Bloss, Disposition toward privacy and information 
disclosure in the context of emerging health technologies, Journal of the American Medical Informatics Association, Volume 26, Issue 7, July 2019,

Privacy Segmentation is difficult
• Weigh the potential pros and cons
• Evaluate protection and trust
• Privacy perception is context-specific
• Influenced by cost-benefit, morals, responsibility to share
• Self-assessment fails (knowledge vs. motivation)

Fundamentalist Unconcerned

Privacy
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Perceived vulnerabilities transform due to:

Privacy perception is a personal property
Strongly context dependent

• technological developments
• changes in socioeconomic 

conventions and traditions
….Privacy



Unconcerned

Pragmatist

Fundamentalist

Taylor, Humphrey. (2003). Most People Are "Privacy Pragmatists" Who, While Concerned about Privacy, Will Sometimes Trade It Off for Other Benefits.
Ghosh, Arpita, and Aaron Roth. "Selling privacy at auction." Proceedings of the 12th ACM conference on Electronic commerce. 2011. 
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Unconcerned

Pragmatist

Taylor, Humphrey. (2003). Most People Are "Privacy Pragmatists" Who, While Concerned about Privacy, Will Sometimes Trade It Off for Other Benefits.
Ghosh, Arpita, and Aaron Roth. "Selling privacy at auction." Proceedings of the 12th ACM conference on Electronic commerce. 2011. 
[1] Taylor, David G., Donna F. Davis, and Ravi Jillapalli. "Privacy concern and online personalization: The moderating effects of information control and 
compensation." Electronic commerce research 9 (2009): 203-223.

Limited research on “adequate” 
compensation [1]

Fundamentalist

Privacy



Privacy vs. Fairness



AI systems should be equitable across all demographic groups [1]

“Nobody should suffer worse or accuracy in ML solely due to them belonging 
to a specific group”

Improving fairness to benefit one group should not hurt any other group [2, 3]

“Lowering predictive accuracy for one group because of the presence of 
another is also a fairness issue.”

Sensitive attributes are essential for many AI applications [4]

[1] Yang, Y., Zhang, H., Gichoya, J.W. et al. The limits of fair medical imaging AI in real-world generalization. Nature Medicine (2024)
[2] Ghassemi, M., Gusev, A. Limiting bias in AI models for improved and equitable cancer care. Nature Reviews Cancer (2024)
[3] Suriyakumar, Vinith M., Marzyeh Ghassemi, and Berk Ustun. "When personalization harms: Reconsidering the use of group attributes in prediction." arXiv preprint arXiv:2206.02058 (2022)
[4] Taylor S, Jaques N, Nosakhare E, Sano A, Picard R. Personalized Multitask Learning for Predicting Tomorrow's Mood, Stress, and Health. IEEE Trans Affect Comput. (2020)

Privacy vs. Fairness



Privacy in machine learning refers to the 
protection of individuals' sensitive data
during the training and deployment of 
models, ensuring that personal 
information is not exposed or inferred 
from the model's outputs.

Fairness in machine learning refers to 
the design and deployment of models 
that ensure equitable treatment of all 
individuals or groups, avoiding biases 
and discrimination in predictions or 
outcomes.

Privacy Fairness

Privacy vs. Fairness



Privacy Fairness

Identifier Attr. 1 Attr. 2 Attr. 3 Sens. 
Attr.

0001 105 12 38 Black

0002 98 8 42 Blonde

0003 93 10 36 Red

0004 112 14 29 Blonde

0005 102 6 30 Brown

0006 96 11 31 Blonde

Identifier Attr. 1 Attr. 2 Attr. 3 Sens. 
Atr.

0001 105 12 38 Black

0002 98 8 42 Blonde

0003 93 10 36 Red

0004 112 14 29 Blonde

0005 102 6 30 Brown

0006 96 11 31 Blonde

≈

Identifier Attr. 1 Attr. 2 Attr. 3 Sens. 
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0001 105 12 38 Black

0002 98 8 42 Blonde

0003 93 10 36 Red

0004 112 14 29 Blonde

0005 102 6 30 Brown
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Identifier Attr. 1 Attr. 2 Attr. 3 Sens. 
Attr.

0001 105 12 38 Black

0002 98 8 42 Blonde

0003 93 10 36 Red

0004 112 14 29 Blonde

0005 102 6 30 Brown

0006 96 11 31 Blonde
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Privacy Fairness

Privacy concerns the training data
Privacy concerns a limited group of 
people
Privacy is a data usage property
Privacy requirement is a personal 
property (it can be compensated for)

Fairness concerns the output data
Fairness concerns an unlimited group of 
people
Fairness is a model property
Fairness requirement is a societal 
property

Privacy vs. Fairness



Privacy Fairness

𝜙𝐷𝐼 =
𝑃 𝜃 𝑥 = 𝑦 𝑔 𝑥 = 𝑎)

𝑃 𝜃 𝑥 = 𝑦 𝑔 𝑥 = 𝑏)
∀𝑎, 𝑏

Disparate Impact

𝐿𝐷1𝐷2
𝑂 = ln

𝑃 𝜃 𝐷1 ∈ O

𝑃 𝜃 𝐷2 ∈ O
𝑤𝑖𝑡ℎ 𝐷1 ≅ 𝐷2, ∀𝑂

𝑃 𝜃 𝐷1 ∈ 𝑂 ≤ 𝑒𝜖 ⋅ 𝑃 𝜃 𝐷2 ∈ 𝑂 𝑤𝑖𝑡ℎ 𝐷1 ≅ 𝐷2, ∀𝑂

Differential Privacy

Privacy vs. Fairness



DP introduces substantial bias in 
allotment problems due to the stronger 

perturbation of smaller values than 
larger values due to the noise addition

Privacy vs. Fairness



Theoretical proof, that pure DP and 
approximate fairness cannot achieve 

accuracy better than a constant 
classifier

Privacy vs. Fairness



Privacy vs. Fairness
Empirically show, that data of fairer 
models is more susceptible to MIA



Privacy vs. Fairness

Empirically and theoretically show 
privacy-fairness-utility tradeoff for DP 
fairness postprocessing  & DP oracle 

learner on tabular data



Privacy vs. Fairness

Theoretical proof, that pure DP and 
exact fairness cannot achieve accuracy 

better than a constant classifier



DP as a Tool



ε = 5
Accuracy = 95%

ε = 5
Accuracy = 93%

ε = 5
Accuracy = 80%
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ε = 5
Accuracy = 95%

ε = 5
Accuracy = 93%

ε = 5
Accuracy = 80%

Due to:
Higher variance in data
Poor data quality
Lack of data
Unknown reasons

DP as a Tool



ε = 5
Accuracy = 95%

ε = 5
Accuracy = 93%

ε = 5
Accuracy = 80%

Tune Privacy Budget w.r.t target 
accuracy ε = 8

Accuracy = 92%

Compensate for Additional Privacy 
Loss

DP as a Tool



Individual DP



Accounting Assignment

Individual Odometer
Individual Filters

Individual sensitivity (clipping bounds)
Individual sampling rates

Dropping data that exceeds the privacy 
budget

Individual Differentially Private SGD

Individual DP
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Accounting Assignment

Individual Odometer
Individual Filters

Individual sensitivity (clipping bounds)
Individual sampling rates

Dropping data that exceeds the privacy 
budget

Suffers from catastrophic forgetting
Usually drops most important data first

Sampling rates outperform clipping

Individual Differentially Private SGD

Individual DP



𝜖𝑝 ≤ 𝐼 ⋅ 2𝑞𝑝
2

𝛼

𝜎𝑠𝑎𝑚𝑝𝑙𝑒
Find q𝑝 such that 

With 𝑞𝑝 such that
1

𝑁
෍

𝑝=1

𝑃

 𝐺𝑝 𝑞𝑝 = 𝑞 =
𝐵

𝑁

Sum over expected 
number of samples per 
group

Ensures, that the 
privacy budget is spent 
after 𝐼 iterations

Desired batch size

Boenisch, Franziska, et al. "Have it your way: Individualized Privacy Assignment for DP-SGD." Advances in Neural Information Processing Systems 36 (2024).

Individual DP



Finding 𝑞𝑝

Require: Per-group target privacy budgets {𝜖1, … , 𝜖𝑝}, 
target 𝛿, Iterations 𝐼, number of total data points 𝑁, 

per-privacy group number of data points 𝐺1 , … , 𝐺𝑝 .

Init 𝜎𝑠𝑎𝑚𝑝𝑙𝑒: 𝜎𝑠𝑎𝑚𝑝𝑙𝑒 ← 𝑔𝑒𝑡𝑁𝑜𝑖𝑠𝑒(𝜖1, 𝛿, 𝑞, 𝐼)

Init {𝑞1, … , 𝑞𝑝} where for 𝑝 ∈ [𝑃] 

 𝑞𝑝 ← 𝑔𝑒𝑡𝑆𝑎𝑚𝑝𝑙𝑒𝑅𝑎𝑡𝑒 𝜖𝑝, 𝛿, 𝜎𝑠𝑎𝑚𝑝𝑙𝑒 , 𝐼  

While 𝑞 ≉
1

𝑁
σ𝑝=1

𝑃  𝐺𝑝 𝑞𝑝:
𝜎𝑠𝑎𝑚𝑝𝑙𝑒 ← 𝑠𝑖𝜎𝑠𝑎𝑚𝑝𝑙𝑒 with 𝑠𝑖 < 1

𝑞𝑝 ← 𝑔𝑒𝑡𝑆𝑎𝑚𝑝𝑙𝑒𝑅𝑎𝑡𝑒 𝜖𝑝, 𝛿, 𝜎𝑠𝑎𝑚𝑝𝑙𝑒, 𝐼  ∀ 𝑝 ∈ [𝑃] 
Output: 𝜎𝑠𝑎𝑚𝑝𝑙𝑒 , {𝑞1, … , 𝑞𝑝}

Boenisch, Franziska, et al. "Have it your way: Individualized Privacy Assignment for DP-SGD." Advances in Neural Information Processing Systems 36 (2024).

Individual DP



Results



Type: Facial Images
Attributes: Gender, Age, Ethnicity labels (Not 
self-reported)
Balanced w.r.t. Ethnicity

Classification Target: Gender
Sensitive Attribute: Ethnicity

FairFace

Karkkainen, K., & Joo, J. (2021). FairFace: Face Attribute Dataset for Balanced Race, Gender, and Age for Bias Measurement and Mitigation. In Proceedings 

of the IEEE/CVF Winter Conference on Applications of Computer Vision (pp. 1548-1558).

Middle Eastern (ME)
Indian (IN)

Southeast Asian (SEA)
East Asian (EA)

Latino Hispanic (LH)
Black (Bl)

White (WH)

FairFace
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Free Lunch:

Higher Accuracy, 

Less overall privacy loss
Results
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Investigate the effect of the intervention on 
groups of:
• Higher variance in data
• Poor data quality
• Lack of data

Problems:
• Finding a setting where these have a 

substantial effect
• Finding a setting that allows to compare the 

intervention on a dataset with the three 
different corruptions

Problems:
• There is no good group correlation metric
• Averaging sample-wise cross-influence metrics 

yield “group-influences” magnitues smaller (i.e., 
close to zero)

Predicting the inter-group correlative behaviour

Increasing group-specific privacy budget 
increases their theoretical upper bound on the risk
However, for many contributors, the true risk may 
be far smaller
Evaluate the change in risk using MIA

Problems:
None ☺

Discussion

Ongoing Research



Thank you!
Got further questions? Let’s connect: johannes.kaiser@tum.de
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